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The Semantic Web as the new habitat for agents?

Currently, the Web is the largest available environment for the deployment of agents, and much work in
agent research is driven by Web-based applications ([Luke et al., 1997, Joachims et al., 1997, Bollacker et al., 1998,
Doorenbos et al., 1997] are just some examples; see also the May 2000 special issue of the Artificial In-
telligence Journal on Intelligent Internet Systems, vol. 118, no 1-2). However, such applications of agent
technology are hampered by the fact that the Web is not geared towards agent use, but is rather designed
for human use. Current Web-resources are lacking in explicit, machine accessible descriptions of their
contents: they are only fully accessible to agents with a competent grasp of English (i.e. limited to human
agents only).

The advent of the Semantic Web is rapidly making available a semantically much richer layer of ma-
chine accessible contents on top of the existing infrastructure. This will provide a much richer habitat
for agents then the current WWW. However, many of the assumptions that underly current Knowledge
Representation (KR) techniques as used in agent technology are no longer valid when KR techniques are
deployed in a large scale and open environment such as the Semantic Web promises to be.

In this short note we discuss some of the assumptions underlying current KR technology that will have
to be revised when applied to the Semantic Web, and we discuss some of the research challenges and new
opportunities that arise out of such a revision. We accompany each point below with some references to
relevant agent literature, without claiming these to be either exhaustive or the most authoritative references.

Scale: It is almost a platitude to mention the size of the Internet in general, and of the Web in particular.
Google now indexes well over a billion pages, and the number of connected hosts runs into the millions.
These numbers are orders of magnitude larger than any traditional single knowledge-base for which much
of current KR technology has been designed [Turner and Jennings, 2000].

Change rate: Many portions of the Internet display a very high change rate, with information changing
on the timescale of days (e.g. news sites), hours (e.g. auction sites), or even minutes (e.g. stockmarkets).
On the other hand, KR techniques, such as those from knowledge engineering, typically have been designed
for update rates in the order of months, or even slower. (e.g. [Schut and Wooldridge, 2000])

Lack of referential integrity: One of the major departures that the Web took from traditional hypertext
systems in the early ’90s was to drop referential integrity: links were no longer guaranteed to point to
anything, and were allowed to be “broken”. Rather than problematic, this decision enabled the Web to
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scale well beyond anything that traditional hypertext systems had been able to achieve. In the same vein,
the Semantic Web will have to cope with semantic forms of the “broken link”: portions of knowledge-bases
that are simply missing (e.g. [Sichman and Demazeau, 1995, Lin, 1994].

Distributed authority: Traditional KR has largely avoided the matter of trustworthiness of statements
in a KB: statements in a KB were simply generally held to be true. Clearly, this assumption will have
to be revised in a context where the typical KB consists of many sections imported from many different
sources, any not under one’s own control. Questions of trust become predominent in such a new setting
[Jonker and Treur, 1999].

Variable quality of knowledge: Somewhat related to the previous point is the fact that in a distributed
environment like the Semantic Web, knowledge from different sources is likely to differ greatly in quality,
up to the point where some of these sources will even be internally inconsistent. As a result, such different
sources of varying quality should not all be treated on the same footing. Techniques for the local con-
tainment of inconsistencies will have to become much more important than they have been in current KR
research.

Unpredictable use of knowledge: Typically, knowledge bases are built with a particular usage in mind:
it is known beforehand whether a knowledge base will be used for diagnostic reasoning, or for plan-
ning, etc. This allows knowledge engineers to make certain design decisions in the KB that are jus-
tified by the intended use. In an open environment like the Web, knowledge bases are likely to be
used by third parties for purposes entirely different from the one for which they were originally de-
signed. This puts a much higher premium on the old adage of task-independent formulation of knowledge.
([Garland and Alterman, 1995, Musen, 1992, Eichmann, 1992] and many other references in the Knowl-
edge Engineering literature).

Multiple knowledge sources: In an open environment like the Web, knowledge will no longer be pro-
vided by a single (team of) engineer(s), but rather by linking or importing knowledge from many existing
knowledge-sources. Problems such as inhomogeneous vocabularies and different conceptualisations of the
same domain will become much more urgent than they are today.

Diversity of content: Typical knowledge bases deal with a narrow focus of interest, and assume a certain
homogeneity of vocabulary. Again, because of the open and diverse nature of the Web, this assumption
can no longer be upheld. Again, the question of how to reconcile multiple vocabularies on the same topic
becomes of primary importance.

Linking, not copying: Because of the sheer size of the Web, it will be impossible to physically copy the
contents of other knowledge sources when they are used. Instead, mechanisms will have to be devised for
linking to such remote knowledge bases (the Semantic Web equivalent of HREF). At the same time, we
will have to find solutions for the increase in access time that this entails. Suddenly, the cost of accessing a
single axiom (possibly located many Internet hops away) becomes a factor to be reckoned with, very much
unlike the current situation where access to the axioms of one’s theory is counted as a zero-cost operation.

Justifications as first-order citizens: In an environment where one’s conclusions may crucially depend
on knowledge provided by unknown third parties, justifications of these conclusions become of prime
importance. This is of course closely connected with a long tradition of work in KR on “explainable
expert systems”, with a crucial difference: the justifications are no longer primarily intended for human
consumption, but rather as the basis for machines that verify the conclusions (or at least the inference
chains along which they were reached). This means that such justifications will have to be passed around
and inspected as “first-order citizens” on the Semantic Web, very unlike the rather derivative role played
by explanations in current KB systems. [Parsons et al., 1998, Kuhnel, 1999]
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Robust inferencing: In an environment the size of the Web we must abandon the classical ideal of sound
and complete reasoners. Our reasoners will almost certainly have to be incomplete (no longer guaranteeing
to return all logically valid results), but most likely also unsound: sometimes jumping to a logically unwar-
ranted conclusion. Furthermore, the degrees of such incompleteness or unsoundness must be a function of
the available resources. Answers will often have to be approximate (where ideally, the reasoner can give
us an indication of the quality of such approximations) [Zilberstein and Russell, 1995, Russell et al., 1993,
Lesser et al., 2000].

Agent research leading KR?

Of course, not all of the above research challenges are new to KR, and many of them have been on the
research agenda to some extent. Examples are approximate reasoning, trust, task-independent formulation
of knowledge, and reconciling multiple vocabularies. Nevertheless, from our analysis of “assumptions that
break KR on the Web”, it appears that many of these items will have to become much more prominent on
the research agenda then they currently are.

In fact, many of the items above that are underdeveloped in current KR research are actually actively
investigated in the agent community, as is shown in the references mentioned above.

It would seem from this that the agent community has an important role to play in many of the issues
that will be key to the success of the Semantic Web.
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